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Abstract – Cyclomatic complexity (or conditional complexity) is a  software metric (measurement). It directly 
measures the number of linearly independent paths through a program's source code. The concept, although not the 
method, is somewhat similar to that of general text complexity measured by the Flesch-Kincaid Readability Test. 
Cyclomatic complexity is computed using the control flow graph of the program: the nodes of the graph correspond to 
indivisible groups of commands of a program, and a directed edge connects two nodes if the second command might be 
executed immediately after the first command. Cyclomatic complexity may also be applied to 
individual functions, modules, methods or classes within a program. 
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1. Introduction  
 

Cyclomatic complexity (or conditional 
complexity) is a software metric (measurement). It 
directly measures the number of linearly independent 
paths through a program's source code. The concept, 
although not the method, is somewhat similar to that 
of general text complexity measured by the Flesch-
Kincaid Readability Test. Cyclomatic complexity is 
computed using the control flow graph of the 
program: the nodes of the graph correspond to 
indivisible groups of commands of a program, and 
a directed edge connects two nodes if the second 
command might be executed immediately after the 
first command. Cyclomatic complexity may also be 
applied to individual functions, modules, methods or 
classes within a program. 

One testing strategy, called Basis Path Testing by 
McCabe who first proposed it, is to test each linearly 
independent path through the program; in this case, 
the number of test cases will equal the cyclomatic 
complexity of the program. 

 
1.1 Analytic Critiques 

 
McCabe [1976] proposed that a measure of the 

complexity is the number of possible paths through 
which the software could execute. Since the number 
of paths in a program with a backward branch is 
infinite, he proposed that a reasonable measure would 
be the number of independent paths.  
After defining the program graph for a given 
program, the complexity calculation would be: 

V(G) = e - n +2. 
where V(G) = the cyclomatic complexity, 
e = the number of edges, 
n = the number of nodes. 
 
1.2 Empirical Tests 

 
In Shepperd's comprehensive review of previous 

research on the metric, he notes that, among the 
numerous empirical validations or uses of the metric, 
that the most consistent single result is the high 
degree of correlation between McCabe's metric and a 
count of source lines of code (SLOC). As evidence of 
this, four studies cited by Shepperd had Pearson 
correlation coefficients of .9 or greater for these two 
metrics. This "empirical criticism" suggest that the 
additional effort required for computing and 
understanding the McCabe cyclomatic complexity 
metric may not be practically worthwhile. However, 
as noted by Shepperd, concerns about external 
vahdity of the data and analyses in some of the 
previous studies can be raised to mitigate some of the 
results, particularly those using data on small 
programs from student subjects. Therefore, these 
results bear validation on data from actual systems. In 
particular, applied research in this area does not seek 
to determine whether cyclomatic complexity captures 
all aspects of complexity in one figure of merit, but 
rather looks to answer the overriding question raised 
by Shepperd, as to whether cyclomatic complexity 
can serve as a "useful engineering approximation". 

 
1.3 Terminology and Notation  
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In many of the related software metrics the authors 
have given mathematical notation to concretely 
describe their metrics fully. However, many of these 
notations are merely created just for their specific 
metrics. Fortunately Briand proposed a standard 
notation that is used to describe software metrics so 
that all could readily understand the terminology. 

 
2. A Unified Framework for Coupling 

 
Briand introduced a unified framework for 

defining coupling measurement in object-oriented 
systems. They review three other previous attempts at 
defining such a framework and attempt to improve 
and unify the terminology. The previous frameworks 
have been proposed by Eder, Ritz and Montazeri and 
an earlier attempt by Briand. The framework utilizes 
mathematical notation to specifically define the 
different types of relationships. There are many 
definitions which are stated within the framework, for 
brevity, the definitions necessary for understanding 
the proposed metrics will be introduced. 

 
2.1  Methods 

 
A class has a set of methods. A method can be 

either virtual or non-virtual and either inherited, 
overridden, or newly defined, all of which have 
implications for measuring coupling.  

 
Methods of a Class: For each class c  C let M(c) be 

the set of methods of class c.  
The Set of all Methods: M(C) is the set of all methods 

in the system and is represented as  
M(C) =U M(c)  

  cC  
The Set of Methods Implemented in a Class: M1(c) 

M(c) be the set of methods implemented in c, 
i.e., methods that c inherits but overrides or 
non virtual non inherited methods of c.  

Polymorphic Identification: P(m) is the function to 
identify which class the method m is 
dynamically bound to. P(m) = Cc where m  
M(c) 

 
2.2 Method Invocations  

 
To measure coupling of a class c, it is necessary to 

define the set of methods that m  M(c) invokes and 
the frequency of these invocations. Method 
invocations can be either static or dynamic. For static 
invocations, the invoked method is determined by the 
type of the variable that references the object. For 
dynamic invocations, the invoked method is 
determined by a late-binding at run-time to the 
polymorphic type. One definition which is needed 
here but not defined in the unified framework is the 
notion of a transitive relation upon method 
invocations. A method invocation may possibly 
invoke another method and so on. A proposed 
addition to the framework will be defined to account 
for this behavior. 

The Set of Statically Invoked Methods of m:Let cC, 
mM1(c), and m' M(C). Then m' S1M(m)  dC 
such that m' M(d) and the body of m has a method 
invocation where m' is invoked for an object of static 
type class d.  
The Set of Polymorphically Invoked Methods of m: 
P1M(m) is the set of all polymorphically invoked 
methods on m. Let cC, mM1(c), and m'M(C). Then 
m'  P1M(m)  dC such that m'  M(d) and the 
body of m has a method invocation where m' may, 
because of polymorphism and dynamic binding, be 
invoked for an object of dynamic type d.  
The Transitive Closure on a Set of Invoked 
Methods m: T(m) is the transitive closure on a set 
of invoked methods. Let m be a method, whether it be 
statically or  polymorphically invoked. Let m be 
defined to be mo, where mo can invoke ml, ml can 
invoke m2, and so on. 
 
2.2 Attributes  
 
Classes have attributes which are either inherited or 
newly defined.  
The Set of all Attributes: A(C) is the set of all 
attributes in the system and is represented as  
A(C) =UA(c) where cC 
 
2.3 Attribute References  
 

Methods may reference attributes. These attributes 
may not be part of the encompassing class, therefore 
coupling it to the referenced encompassing class.  
The Set of Attributes referenced by the method m: For 
each mM(C) let AR(m) be the set of attributes reference 
by method m.  
2.4 Predicates  
 
To ensure proper usage between terms, a uses predicate 
must be defined.  
Uses: Let cC, dC. uses(c, d) (mMI(c): m' 
MI(d): m'  
PIM(m)) V (m  MI(c): a  AI(d) : a  AR(m))  

A class c uses a class d if a method implemented in class 
c references a method or an attribute implemented in 
class d. 
 
3. Proposed Matrix 
 

Ten metrics are proposed that measure different 
dimensions of a system when compared to CC and 
CBO. The metrics are grouped in a suite which we 
call Gray/ Janzen Coupling Complexity Metrics 
Suite. Some of the variations on CC look more in 
depth on a procedure's possible execution path rather 
then solely focusing on a procedure's static nature. 
The variations on CBO are upon CBO's coupling 
weight to other classes. This weight can be different 
depending on exactly how a class is coupled to 
another. The different method complexities and 
possible method execution paths will be explored.  
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3.1 Transitive Cyclomatic Complexity  
 

CC computes a complexity value over a procedure. 
By McCabe's definition the number of connected 
components (method calls) or P is included within his 
complexity metric. It is defined as M = E -N +2P 
where the number of method calls is merely 
multiplied by two. Transitive Cyclomatic Complexity 
attempts to further this value. Instead of only using 
2P, TCC will inject the summation of all Cyclomatic. 

Complexities computed on all methods that can 
possibly be executed on the static types invoked.  

E is the number of edges and N is the number of 
nodes in the control flow graph of a method m. The 
plus one is used for when the CC of a method that has 
no decision points still maintains some complexity or 
more specifically a value of one.  
 
4. Conclusions 

 
Metrics are never fully validated until they have 

been tried and tested for many projects. These 
metrics have only been used on two industry projects 
totalling four different analyses across four versions. 
This is hardly a conclusive result for absolute proof 
of their accuracy. Future experiments can further 
investigate the accuracy of these metrics with other 
projects.  

An experimental group could volunteer to use 
these metrics in developing software and supply 
feedback of their use. Analyses could be performed 
on the amount of work that is generated from the 
results of the metrics as well as another measurement 
judging the impact of this work on the overall system. 
Some examples could include showing the CC values 
of overall methods within the system and comparing 
them at a later date to see if the CC has decreased in 
particular classes. If this is the case it could be 
classified that this decrease was in response to a 
value that surpassed a particular threshold for a 
metric.  

Threshold values for metrics are a hard goal. As 
discussed previously it is thought to be the case that 
the entire range of the metric's values must be taken 
into account when creating a threshold value. An 
algorithm for figuring out the threshold value of a 
metric depending on its current range of values would 
be an interesting piece of research.  
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